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Abstract: The present numerical investigation identifies quantitative effects of fundamental 12 
controlling parameters, on the detachment characteristics of isolated bubbles, in cases of pool 13 
boiling in the nucleate boiling regime. For this purpose, an improved Volume of Fluid (VOF) 14 
approach, developed previously in the general framework of OpenFOAM CFD Toolbox, is further 15 
coupled with heat transfer and phase change. The predictions of the model are quantitatively 16 
verified against an existing analytical solution and experimental data in the literature. Following 17 
the model validation, four different series of parametric numerical experiments are performed, 18 
exploring the effect of the Initial Thermal Boundary Layer (ITBL) thickness for the case of saturated 19 
pool boiling of R113 as well as the effects of surface wettability, wall superheat and gravity level for 20 
the cases of R113, R22 and R134a refrigerants. It is confirmed that the ITBL is a very important 21 
parameter in the bubble growth and detachment process. Furthermore, for all of the examined 22 
working fluids the bubble detachment characteristics seem to be significantly affected by the triple-23 
line contact angle (i.e. the wettability of the heated plate) for equilibrium contact angles higher than 24 
45o. As expected, the simulations revealed that the heated wall superheat is very influential for the 25 
bubble growth and detachment process. Finally, besides the novelty of the numerical approach, a 26 
last finding is the fact that the effect of gravity level variation in the bubble detachment time and 27 
volume diminishes with the increase of the ambient pressure.  28 

Keywords: Two-phase flow, VOF method, OpenFOAM, pool boiling, phase change 29 
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1. Introduction 31 
Boiling heat transfer is encountered in a wide field of applications, ranging from everyday life 32 

applications to more complex, industrial applications. Therefore, the exact knowledge and 33 
understanding of the boiling process and its fundamental parameters and limitations are necessary 34 
for the design and optimization of a wide range of thermal systems and technologies. Another quite 35 
important aspect regarding boiling heat transfer is the wide range of dimensional scales in the 36 
applications. For example, boiling heat transfer may be used to cool down micro-electronic 37 
components. However, boiling also occurs for example in steam generators for power plants. Due to 38 
the difficulty of generalizing the various operative conditions, boiling heat transfer has been 39 
intensively studied in the past and is still the subject of ongoing research activities in many research 40 
groups all over the world.  41 

In spite of the ample past research, many aspects of the boiling phenomena are still not well 42 
understood. In the past, many semi-empirical correlations have been developed based on a large 43 
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number of experiments for different parameter ranges. Boiling heat convection coefficients can be 44 
estimated within these ranges with an accuracy which usually is better than ±30%, when a set of 45 
standard influencing variables are considered. However, the number of influencing parameters is 46 
very high and is further increased by new experiments deploying new experimental correlations. 47 
Therefore, in order to further improve the existing predictive tools, a deeper physical understanding 48 
of the boiling processes for the various temporal and spatial scales is necessary [1]. Generally, a 49 
comprehensive physical understanding can be achieved by either highly resolved boiling 50 
experiments and by highly resolved numerical simulations. These two approaches should not be 51 
separated or competing. They should rather be used together, in order to allow a quantitative 52 
comparison and a better capacity in designing thermal systems. In the recent years, experimental 53 
campaigns and numerical simulations have shown significant progress regarding temporal and 54 
spatial resolution as well as accuracy. 55 

One of the earliest experimental works on boiling heat transfer was performed by Jakob and 56 
Fritz [2], where the influence of surface roughness and heat flux on the wall temperature during 57 
boiling of water was measured and reported. Later on, a theoretical approach to calculate the 58 
departure volume of bubbles as a function of the material properties of the boiling fluid and its 59 
wetting behavior on the wall was proposed by Fritz [3]. In the same period, Nukiyama [4] established 60 
the well-known pool boiling curve, publishing one of the most important papers in boiling research. 61 
In the following decades, many experimentally derived correlations have been reported in order to 62 
predict the fundamental bubble detachment diameter and frequency (e.g. [5–7]) as well as the heat 63 
transfer coefficients (e.g. [8]). All these correlations, have been mainly implemented in 1D numerical 64 
models and applied for practical engineering design calculations. However, these are valid only in 65 
the limited region of fluid properties, working conditions and geometrical configurations 66 
corresponding to the experimental databases to which they were fitted. Using larger lookup tables 67 
based on a great number of experiments, a significant range of fluid properties and working 68 
conditions can be covered. But the applicability of such modeling methods is still limited to the 69 
reference geometry for which they were developed. However, in the absence of more sophisticated 70 
predictive models, many of these physical models are still in use for the design of various technical 71 
applications. For a more detailed overview of the majority of the experimentally derived correlations, 72 
the reader may refer to the work of Carey [9]. 73 

During the last decades, the rapid advancement in the experimental technology, led to the 74 
development of modern measuring instruments and techniques that significantly increased the 75 
spatial and temporal resolutions that can be resolved by laboratory experiments.  This enabled the 76 
experimental investigation of local and instantaneous quantities such as the local wall temperature 77 
underneath a vapor bubble or the instantaneous heat transfer at the bubble foot during the boiling 78 
process. In particular, the use of thermo-chromic liquid crystals (TLCs) (e.g. [10–12]), Indium-Tin-79 
Oxide (ITO) transparent heaters in combination with high speed imaging (e.g. [13,14]), high speed 80 
infrared thermography and particle image velocimetry (e.g. [15,16]) as well as the use of micro heater 81 
arrays to impose constant temperature or constant heat flux boundary conditions (e.g. [17–20]), have 82 
offered more detailed insight regarding the transient character of boiling heat transfer. However, all 83 
these modern and high resolution techniques are still not sufficient to completely understand the 84 
microscale heat transfer in the vicinity of the three-phase contact line (liquid-vapor-solid). In 85 
particular the temperature of the liquid surrounding the vapor bubble could not yet be measured 86 
with satisfying resolution. The local wall temperature can be measured within a certain distance to 87 
the three-phase contact line, while the temperature in the liquid is measured only at certain points in 88 
the far-field. However, the use of micro-thermocouples and micro-piezoelectric pressure transducers 89 
(e.g. [21,22]) is a quite promising approach to overcome such problems.  90 

With the growing computing capabilities and amount of available computing resources as well 91 
as with the rapid development of modern numerical methods for the simulation of multiphase flows, 92 
the numerical simulation of boiling heat transfer has become possible, for a wide range of 93 
applications as well as spatial and temporal scales. In the recent years, the use of CFD codes has been 94 
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extended to the analysis of three-dimensional, multi-phase flows, aiming to overcome the weakness 95 
of 1D numerical models.  96 

Typically, up to present, there are two main branches in the literature for the numerical 97 
investigation of boiling heat transfer by the use of CFD. 98 

In the first branch, most of the existing open-source, in-house, and especially commercial CFD 99 
codes have adopted a Eulerian multiphase flow approach, based on a two-fluid model. With this 100 
approach, governing equations for mass, momentum and energy are solved for each phase, 101 
separately, weighted by the so-called Volume Fraction, which represents the ensemble averaged 102 
probability of occurrence for each phase at a certain point in time and space. Interaction/exchange 103 
terms between the phases appear as source/sink terms in the governing equations. These exchange 104 
terms normally consist of analytical or empirical correlations, expressing the interfacial forces, as well 105 
as heat and mass fluxes, as functions of the average flow parameters. However, most of these 106 
correlations are highly problem-specific and therefore their applicability and validity range must be 107 
carefully considered. Moreover, for the case of boiling flows, where heat is transferred into the fluid 108 
from a heated wall, additional source terms accounting for the underlined physics of these processes 109 
at the wall, have to be included. For this purpose these global multi-phase CFD models are usually 110 
coupled with appropriate wall boiling sub-models, like the most widely used wall partitioning model 111 
of Kurul and Podowski [23]. Some representative and relatively recent numerical investigations in 112 
this branch are the works by Steiner et al. [24] , Koncar and Krepper [25], Lopez-de-Bertodano et al. 113 
[26], Yun et al. [27], and Krepper et al. [28].  Conversely, such wall boiling sub-models require 114 
additional closure relationships to predict for example the bubble departure characteristics and the 115 
density of the active nucleation sizes, incorporating a number of model constants, the value of which 116 
can be found only for specific flow conditions and working fluids. Recently, in the work of 117 
Prabhudharwadkar et al. [29] and Cheung et al. [30], the performance of a wide combination range 118 
of the existing closure relationships is examined through comparison with a wide range of 119 
experimental data. It is stated that no single combination of empirical correlations provides 120 
satisfactory predictions covering the entire range of the simulated conditions. 121 

In the second branch, a complete or “direct” numerical simulation of the complex spatial and 122 
temporal evolution of the interface between the two phases is followed. The most widely used 123 
methods in this direction are Marker and Cell (MAC) method [31], the Front Tracking (FT) method 124 
[32], the Arbitrary Lagrangian-Eulerian (ALE) method [33], the Volume-of-Fluid (VOF) method [34] 125 
and the Level-Set (LS) method [35]. 126 

One of the first boiling simulations, based on the MAC method, was conducted in the work of 127 
Madhaven et al. [36]. The originally developed FT method [37] has been further modified by Unverdi 128 
and Tryggvason [38] and Tryggvason et al. [32] for the simulation of boiling heat transfer. The method 129 
showed very accurate predictions especially in the calculation of the liquid-vapor interface curvature, 130 
which is vital for the simulation of boiling flows. However the FT method was mainly used for the 131 
simulation of film boiling ([39–42]). 132 

A quite similar numerical method to ALE for the simulation of two-phase flows with phase 133 
change, was firstly applied by Welch ([43,44]). The latest ALE method [33] was applied by Fuchs et 134 
al. [45], in order to simulate the transient characteristics in pool boiling of binary mixtures. Fuchs, 135 
was based on the work by Kern and Stephan ([46,47]), where the heat flow at a growing bubble was 136 
calculated by utilizing a boundary-fitted mesh. One important aspect of boundary-fitted meshes is 137 
the possibility to treat the liquid-vapor interface as a boundary of the computational domain. This 138 
facilitates the estimation of the heat flux at the interface and therefore of the evaporation rate. 139 

The VOF method can be considered as the most popular interface capturing approach and it has 140 
been also used so far, for the simulation of boiling flows. Welch and Wilson [48] implemented a phase 141 
change model in a VOF method and simulated 1D test cases and film boiling. Welch and Rachidi [49] 142 
extended the model by the transient heat conduction in the solid wall and simulated film boiling. 143 
Aus der Wiesche [50] used the VOF method to simulate nucleate pool boiling of water. Hardt and 144 
Wondra [51] have proposed a method for implementing phase change in a VOF or LS approach and 145 
performed simulations of film boiling and droplet evaporation, using a VOF method. Kunugi et al. 146 
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[52] simulated sub-cooled pool and flow-boiling problem by the MARS code and Ose and Kunugi in 147 
their works ([53,54]) conducted sub-cooled pool boiling simulations and validated the numerical 148 
results by their own visualization experimental data. Some more recent works on boiling simulation 149 
based on the VOF methods have also been reported ([55,56]). However, none of the aforementioned 150 
models based on the VOF method, include any sub-model for evaporation at the 3-phase contact line. 151 
In this sense, Kunkelmann et al. [57] implemented a specific sub-model in the VOF solver of the open-152 
source CFD package OpenFOAM [58], that solves incompressible two-phase flow problems. Detailed 153 
information on the proposed numerical method can be also found in Kunkelmann’s PhD thesis [59]. 154 

Already in the late 1990s, Son and Dhir [60] numerically investigated film boiling and then Son 155 
et al. [61] investigated the heat transfer associated with a single bubble during nucleate pool boiling, 156 
by application of the LS method. In the same decade, a lot of works have also been conducted by Dhir 157 
and co-workers for a variety of boiling flows, summarized by Dhir [62]. A considerable number of 158 
more recent works on boiling heat transfer have also been published that utilize the LS method for 159 
boiling heat transfer numerical investigations (e.g [63]). The advantages of the VOF and LS methods 160 
have in many cases been combined in order to be applied for the simulation of boiling heat transfer 161 
related problems. This combined method is known as CLSVOF (Combined Level Set and Volume Of 162 
Fluid). For example, Shu [64] in his PhD thesis, applied the CLSVOF method to simulate boiling heat 163 
transfer using the open-source CFD package OpenFOAM, performing 2D simulations, stating that 164 
the extension of the model to 3D simulations was straightforward. Apart from the aforementioned 165 
methods, other different approaches like the Lattice Boltzmann method [65] and the Phase Field 166 
method [66] have been also applied for the simulation of boiling heat transfer. 167 

In the present investigation, an enhanced VOF-based numerical model that utilises a smoothing 168 
technique in order to suppress the development of spurious velocities in the vicinity of the interface 169 
that was previously presented, validated and applied to the investigation of adiabatic bubble 170 
dynamics in the work of Georgoulas et al. [67], is further extended for the simulation of diabatic, 171 
liquid-vapour flows with phase change. In more detail, an energy transport equation and the phase 172 
change model, originally proposed by Hardt and Wondra [51], are implemented to a previously 173 
improved and validated (against experimental data) adiabatic, VOF solver of OpenFOAM. The 174 
proposed phase change model [51] has been also utilised in previous similar investigations (e.g. 175 
[58,59,68]). The model is initially verified against an analytical solution for a bubble evaporating in a 176 
superheated liquid, for three different working fluids with a very good degree of agreement. Apart 177 
from this, the predictions of the proposed model regarding the bubble detachment diameter and time 178 
are also validated against literature available experimental results of pool boiling of refrigerants [69]. 179 
Then, the validated and optimised version of the model is further applied for the conduction of a 180 
wide range of parametric numerical experiments, identifying the effects of the Initial Thermal 181 
Boundary Layer (ITBL) thickness, the surface wettability (triple-line contact angle), the plate 182 
superheat and the gravity level, on the bubble detachment characteristics. 183 

2. Numerical Method 184 

2.1. Governing Equations 185 
In this section, the governing equations for mass, momentum, energy, and volume fraction are 186 

presented. It should be mentioned that liquid and vapour phases are both treated as incompressible, 187 
Newtonian fluids. The mass conservation equation is given as: 188 

∇ ∙ 𝜌𝑈 = 𝜌, (1) 

 189 

where U is the fluid velocity and ρ is the bulk density. The source term on the right hand side accounts 190 
for the phase change. It should be mentioned that despite of the local source terms the mass is globally 191 
conserved since all of the mass that is removed from the liquid side of the interface is added on the 192 
vapour side. 193 



Energies 2016, 9, x FOR PEER REVIEW 5 of 41 

 

The conservation of momentum is given by the following equation: 194 

&
&'

𝜌𝑈 + ∇ ∙ 𝑈 ∙ 𝜌𝑈 = −∇p + ∇ ∙ 𝜇∇𝑈 + 𝑓-. + 𝑓/,  (2) 

 195 

where p is the pressure and µ is the bulk dynamic viscosity. The momentum source terms in the right 196 
hand side of the equation account for the effects of surface tension and gravity, respectively. The 197 
surface tension term is modelled according to the classical approach of Brackbill et al. [70].  198 

The conservation of energy balance is given by the following equation: 199 

  200 

&
&'

𝜌𝑐1𝑇 + ∇ ∙ 𝑈 ∙ 𝜌𝑐1𝑇 = ∇ ∙ 𝜆∇𝑇 + ℎ,  (3) 

 201 

where cp is the bulk heat capacity, T the temperature field, and λ is the bulk thermal conductivity. 202 
The source term on the right hand side of the equation represents the latent heat of evaporation. 203 

The volume fraction α is advected by the flow field by the following equation: 204 

&5
&'
+ ∇ ∙ 𝛼𝑈 − ∇ ∙ 𝛼 1 − 𝛼 𝑈8 = 9

9
𝛼,  (4) 

 205 
Interface sharpening is very important in simulating two-phase flows of two immiscible fluids. 206 

In OpenFOAM the sharpening of the interface is achieved artificially by introducing the extra 207 
compression term in Equation 4 (∇ ∙ α 1 − α U< ). Ur is the artificial compression velocity which is 208 
calculated from the following relationship: 209 

 210 

𝑈8 = 𝑛>𝑚𝑖𝑛 𝐶B
C
-D
, 𝑚𝑎𝑥 C

-D
,  (5) 

 211 
where nf is the cell surface normal vector, φ is the mass flux, Sf is the surface area of the cell, and Cγ 212 
is a coefficient the value of witch can be set between 1 and 4. Ur is the relative velocity between the 213 
two fluid phases due to the density and viscosity change across the interface. In Equation (4) the 214 
divergence of the compression velocity Ur, ensures the conservation of the volume fraction α, while 215 
the term α(1-α) limits this artificial compression approach only in the vicinity of the interface, where 216 
0 <α< 1 [71]. The level of compression depends on the value of Cγ ([71,72]). For the simulations of the 217 
present investigation, initial, trial simulations indicated that a value of Cγ =1 should be used, in order 218 
to maintain a quite sharp interface without at the same time having unphysical results. The source 219 
term on the right hand side of the Equation 4 is needed because, due to the local mass source terms, 220 
the velocity field is not free of divergence. 221 

It should be mentioned that the VOF method in OpenFOAM does not solve Equation 4 222 
implicitly, but instead applying a multidimensional universal limiter with explicit solution algorithm 223 
(MULES). Together with the interface compression algorithm, this method ensures a sharp interface 224 
and bounds the volume fraction values between 0 and 1 [73]. 225 

Finally, the bulk fluid properties γ are computed as the averages over the liquid (γl) and vapour 226 
(γv) phases, weighted with the volume fraction α: 227 

 228 
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𝛾 = 𝛼𝛾I + (1 − 𝛼)𝛾L,  (6) 

 229 
As it is known, the VOF method usually suffers from non-physical spurious currents in the 230 

interface region. These spurious velocities are due to errors in the calculation of the normal vectors 231 
and the curvature of the interface that are used for the calculation of the interfacial forces. These errors 232 
emerge from the fact that in the VOF method the interface is implicitly represented by the volume 233 
fraction values that encounter sharp changes over a thin region [74].  234 

As previously mentioned in the introduction section of the present paper, the VOF-based solver 235 
that is used in the present investigation has been modified accordingly in order to account for an 236 
adequate level of spurious currents suppression. The proposed modification involves the calculation 237 
of the interface curvature κ using smoothed volume fraction values α that are obtained from the 238 
initially calculated volume fraction field α, smoothing it over a finite region in the vicinity of the 239 
interface: 240 

 241 

𝜅 = 𝛻 ∙ O5
OP

,  (7) 

 242 
All other equations are using the initially calculated (non-smoothed) volume fraction values of 243 

α. The proposed smoothing is achieved by the application of a Laplacian filter which can be described 244 
by the following equation: 245 

 246 

αQ =
RSTS
TS

,  (8) 

 247 
In Equation 8, the subscripts P and f denote the cell and face index respectively and αU is the 248 

linearly interpolated value of α at the face center. The application of the proposed filter can be 249 
repeated more than one time in order to obtain an adequately smoothed field. For the applications of 250 
the present investigation, initial trial simulations indicated that the filter should applied no more than 251 
2 times, in order to avoid the leveling out of high curvature regions. The proposed, enhanced VOF 252 
solver has been tested and verified against literature available experimental results in isothermal 253 
bubble dynamics with an excellent degree of convergence. More details on the proposed validation 254 
as well as on the proposed improved VOF method can be found in the paper by Georgoulas et al. 255 
[67]. 256 

2.2. Phase Change Model 257 
The utilized phase change model that was implemented in the improved OpenFOAM VOF 258 

solver that is used in the present investigation, will be described briefly in this section. Supplementary 259 
details can be found in the work of Hardt and Wondra [51]. 260 

The evaporating mass flux at the liquid–vapour interface jevap is calculated from the following 261 
equation: 262 

 263 

jWXYQ =
Z[\]^Z_`]
a[\]bcd

,  (9) 

 264 
where Tint is the temperature of the interface, Tsat is the saturation temperature, Rint is the interfacial 265 
heat resistance and hlv is the latent heat of evaporation at the saturation temperature. 266 

The interfacial heat resistance is calculated by the following equation based in the considerations 267 
of Schrage [75], 268 

 269 
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 270 
It is clear that this last equation is in fact a fitting function, due to the uncertainty of the parameter 271 

γ, which is eventually may vary in the range 0< γ< 1. For the cases that will be presented here, the 272 
constant γ that is also known as the evaporation/condensation coefficient is taken equal to unity from 273 
the literature ([57–59], [76–78]). Rgas is the specific gas constant of the working fluid that is calculated 274 
from the universal gas constant and the molecular weight of the working fluid. The amount of liquid 275 
that evaporates is calculated locally and the resulting source term field is smeared over a few cells in 276 
order to avoid numerical instabilities. The evaporating mass is taken away on the liquid side of the 277 
interface and reappears on the vapour side. According to previous investigations ([57–59], [76–78]), 278 
despite the fact that Eqs. (9) and (10) are derived from considerations on length scales which are 279 
several orders smaller than the typical grid size used in the simulations, the proposed evaporation 280 
model leads to correct evaporation rates since it acts like a control loop. The more the temperature at 281 
the interface deviates from the saturation value, the more liquid evaporates and the more the 282 
temperature drops locally. This ensures that the temperature at the liquid–vapour interface always 283 
remains close to the saturation temperature.  284 

The evaporating/condensing mass flux is calculated from Eq. (9) and must be incorporated into 285 
the conservation equations, by the definition of volumetric source terms. This is done by multiplying 286 
the evaporating mass flux at the liquid–vapour interface by the magnitude of the volume fraction 287 
gradient, as indicated in the following equation:  288 

 289 
ρv = jWXYQ|∇a|,  (11) 

 290 
This initial sharp source term field (SSTF) is integrated over the whole computational domain to 291 

calculate the “Net Mass Flow” through the entire liquid-vapour interface, using the following 292 
equation:  293 

 294 
mz{| = ρvdV,  (12) 

 295 
This value is important for the global mass conservation, in order to ensure that the magnitudes 296 

of the mass sources in the liquid and vapour parts are equal and correspond to the net evaporation 297 
rate. The sharp source term field is then smeared over several cells, by solving the following diffusion 298 
equation for the smooth distribution of source terms 299 

 300 
𝜌� − ∇ ∙ 𝐷Δτ ∇𝜌� = 𝜌v,  (13) 

 301 
Δτ is an artificial time step and Neumann boundary conditions are imposed for the smooth 302 

source term field on all boundaries of the domain. Therefore, the integral values of the sharp and the 303 
smooth source fields remain the same, in spite of the smearing. The width of the smeared source term 304 
field is proportional to the square root of the product of the diffusion constant “D” and the artificial 305 
time step “Δτ”. It should be mentioned that the value of “D” must be adjusted to the mesh resolution 306 
such that the source term field is smeared over several cells.  307 

Then, the source terms in all cells that do not contain pure liquid or vapour (α < 1-αcut and α > 308 
αcut , where αcut may be set to 0.05) are artificially set to zero. This cropping step ensures that source 309 
terms are shifted into the pure vapour and liquid cells only in the vicinity of the interface. The 310 
interface therefore is not subjected to any source terms and is only transported by the calculated 311 
velocity field. Therefore, the transport algorithm for the volume fraction field as well as the associated 312 
interface compression, can work efficiently without any interference with the source term field. The 313 
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remaining source term field is scaled individually on the liquid and the vapour side through the 314 
application of appropriate scaling coefficients. This scaling step ensures that the mass is globally 315 
conserved and that the evaporating or condensing mass flow, corresponds globally to the net mass 316 
flow through the interface.  317 

The newly proposed scaling coefficients Nl and Nv are calculated by integrating the smooth 318 
source term field in each of the pure phases and comparing it to the net mass flow mz{| (Equation 319 
12), utilizing the following equations: 320 

 321 
N� = mz{| α − 1 + a��| ρ�dV ^�, (14) 

NX = mz{| a��| − α ρ�dV ^�, (15) 

Finally, the final source term distribution is calculated using the above scaling factors in the 322 
following equation: 323 
 324 

𝝆 = 𝑵𝒗 𝜶𝒄𝒖𝒕 − 𝒂 𝝆𝟏 − 𝑵𝒍 𝒂 − 𝟏 + 𝜶𝒄𝒖𝒕 𝝆𝟏,  (16) 

An example of the aforementioned final source term distribution is depicted indicatively in Fig. 325 
1 below. 326 
 327 

 328 

Figure 1. Distribution of the final source terms in the computational domain for the case of an evaporating 329 
bubble. 330 

2.3 Simulation Parameters 331 
As mentioned previously, all the numerical simulations on pool boiling of the present work were 332 

performed with the finite-volume-based CFD code OpenFOAM (version 2.2.1) utilizing and 333 
enhancing its original VOF-based solver “interFoam”. For pressure–velocity coupling, the PISO 334 
(Pressure-Implicit with Splitting of Operators) scheme is applied. The transient terms in the equations 335 
are discretized using a second order, bounded, implicit scheme (Euler). The calculation time step is 336 
controlled by setting the maximum Courant number to 0.2. With this adaptive time stepping 337 
technique, the time step is automatically varied from approximately 10-9 to 10-6 sec, for the overall 338 
simulation cases that are presented in the present paper. The gradient terms are discretized using a 339 
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second order, Gaussian integration with linear interpolation (Gauss linear). For the divergence terms 340 
different discretisation schemes are applied for each term in the equations. In more detail the 341 
convection term of Eq. (2) is discretised using a “Gauss upwind” scheme. The	𝛻 ∙ 𝛼𝑈  term of Eq. 342 
(4) is discretised using the “Gauss vanLeer” scheme, while the	𝛻 ∙ 𝛼 1 − 𝛼 𝑈8  term is discretised 343 
using the “Gauss interfaceCompression” scheme that ensures the boundedness of the calculated 344 
volume fraction field. Finally, all Laplacian terms are discretised using the “Gauss Linear Corrected” 345 
scheme. The divergence term of Eq. (3) is discretised using a “Gauss linear” scheme. Further details 346 
regarding the adopted discretization schemes can be found in OpenFOAM Documentation 347 
(OpenFOAM, 2013 [73]). It should be mentioned that this was the optimum combination of 348 
discretization schemes in order to maintain a balance between accuracy, convergence and numerical 349 
stability during the computations. 350 

3. Validation of Numerical Method 351 

3.1 Growth of a Spherical Bubble in a Superheated Liquid 352 
The first test case that was selected in order to validate the previously described 353 

implementations in the improved VOF-based numerical model, is the growth of a spherical bubble 354 
in an infinitely extended superheated liquid domain. This test case constitutes a widely used test case 355 
for the validation of boiling models throughout the literature (e.g. [51], [58], [68], [78–80]). 356 

The growth of the bubble within a superheated liquid domain follows two distinct stages. At the 357 
initial stage the bubble growth is mainly controlled by the effects of surface tension and inertia. At 358 
the second stage, the growth is controlled only by the heat transfer rate from the superheated liquid 359 
to the liquid–vapour interface. During this final stage, it can be assumed that the bulk vapour and 360 
the liquid–vapour interface are at saturation temperature. More details regarding the simulated 361 
phenomenon are described in detail in the work of Plesset and Zwick [79]. An analytical solution for 362 
this situation has been derived by Scriven [80]. According to this analytical solution the bubble radius 363 
as a function of time is given by the following equation: 364 

 365 
𝑅 𝑡 = 2𝛽 𝐷𝑡,  (17) 

 366 
where β is a growth constant, details of which can be found in the work of Scriven [80], and D is the 367 
thermal diffusivity of the liquid. This analytical solution permits the calculation of the initial 368 
conditions for the numerical simulations (initial temperature profile at the bubble interface and initial 369 
bubble radius), in order to validate the numerical results. Here, all the details for the initial conditions 370 
of the simulations that are going to be presented, are taken from the works of Kunkelmann and Stefan 371 
[58] and Magnini [78], which were derived from the above mentioned analytical solution [80] for the 372 
time instant that the bubble in each case has a radius of 0.1 mm. The geometric characteristics and the 373 
initial conditions of the considered physical problem are illustrated schematically in Fig. 2. 374 
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 375 
Figure 2. Schematic illustration of the geometrical characteristics and the initial conditions of the 376 
simulated validation cases. 377 

2D axisymmetric simulations were performed for three different working fluids, Water and FC-72 378 
liquid at equilibrium with their corresponding vapour phases (saturation point), at a pressure value 379 
of 1013 mbar, as well as R134a liquid at equilibrium with its vapour phase at a pressure value of 840 380 
mbar.  Uniform hexahedral grids of 1µm cell dimension were used in all three cases. The 381 
computational domain and grid that was constructed as well as the applied boundary conditions are 382 
depicted in Fig. 3. The initial conditions for the Water liquid/vapour case are illustrated in Fig. 4, 383 
while the material properties and the initial conditions for all fluid cases are summarised in Table 1. 384 
 385 

 386 
Figure 3. 2D-axisymetric computational domain, mesh and boundary conditions. 387 
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 388 
Figure 4. Initial conditions for the water liquid/vapour: P= 1.013bar, 5K of liquid superheat. 389 

Table 1. Material properties and initial conditions for the numerical simulations (validation cases). 390 

Property Unit 
Water R134a FC-72 

Liquid Vapour Liquid Vapour Liquid Vapour 

Density ρ (kg/m3) 958 0.597 1388 4.43 1621.2 13.491 

Specific heat 

capacity cp 
(J/kg.K) 4220 2030 1270 720 1106.7 924.81 

Thermal 

conductivity k 
(W/m.K) 0.679 0.025 0.106 0.009 0.054165 0.013778 

Dynamic 

viscosity µ 
(Pa.s) 2.77x10-4 1.30x10-5 4.01x10-4 9.64x10-6 4.13x10-4 1.19x10-5 

Heat of 

vaporization hlv 
(J/kg) 2257000 219500 83562 

Surface tension 

σ 
(N/m) 0.059 0.016 0.0084 

Saturation 

temperature Tsat 
(K) 373.15 303.15 330.06 

Pressure P (bar) 1.013 0.84 1.013 

Growth 

constant β 
(-) 14.59 8.75 7.69 

Initial thermal 

layer thickness 

δtherm 

m 7.00x10-6 1.10x10-5 1.30x10-5 

Thermal 

diffusivity D 
(m2/s) 1.68x10-7 6.01x10-8 3.02x10-8 

Superheat ΔT (K) 5 5 5 
 391 
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Finally, in Fig. 5, the spatial and temporal evolution of the numerically predicted bubble growth 392 
is illustrated through the resulted temperature field, at each time instant of the simulation for the 393 
Water liquid/vapour case, while in Fig. 6 a quantitative comparison of the numerical predictions with 394 
the analytical solution is conducted for all fluid cases. 395 

 396 

 397 

 398 
Figure 5. Bubble evolution with time for the Water Liquid/Vapour simulation (P= 1.013 bar, ΔT = 5K). 399 
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 400 

Figure 6. Bubble Radius with respect to time for three different fluid cases. Comparison of numerical 401 
(present investigation) and analytical predictions [80]. 402 

As it can be observed the developed numerical model of the present paper adequately predicts the 403 
vapour bubble growth within the superheated liquid domain, for all of the considered fluid cases, in 404 
comparison with the proposed analytical solution [80]. 405 

 406 

3.2 Pool Boiling  407 

3.2.1. Problem Definition 408 
In order to further validate the numerical model, the experiments on single bubble growth in 409 

saturated pool boiling on a constant wall temperature boundary condition, reported in the work of 410 
Lee et al. [69], were selected among others, since many necessary data used for their numerical 411 
reproduction are accurately reported by the authors. In more detail, in the proposed work nucleate 412 
pool boiling experiments with constant wall temperatures were performed using R11 and R113 413 
refrigerants, for various saturated conditions. A micro-scale heater array and Wheatstone bridge 414 
circuits were used to maintain a constant wall temperature condition and to obtain measurements 415 
with high temporal and spatial resolution. Accurate heat flow rate data were obtained from the 416 
micro-scale heater array by controlling the surface conditions at a high temporal resolution. Images 417 
of the bubble growth were captured using a high-speed CCD camera synchronised with the heat flow 418 
rate measurements. The geometry of the bubble was obtained from the images. In the present paper, 419 
one specific experimental run for R113 is reproduced numerically and presented as a validation case. 420 

 421 

3.2.2. Computational set-up 422 
Since, the processes of bubble growth and detachment in the proposed experiment can be 423 

considered to be axisymmetric, an axisymmetric computational domain was constructed for its 424 
numerical reproduction. The adopted computational domain, mesh and boundary conditions are 425 
illustrated in Fig. 7. As it can be seen, a wedge type geometry was constructed representing a 5o 426 
section of the corresponding 3D domain in the considered physical problem. A non-uniform 427 
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structured computational mesh with local refinement was used consisting of 400,000 hexahedral cells. 428 
A minimum cell size of 2µm and a maximum cell size of 4µm were selected in the bottom left and 429 
top right corners of the computational domain respectively, in order for the solution to be mesh-430 
independent. The overall domain size in the XY plane is 2.5 mm x 4 mm. These dimensions were 431 
indicated from initial, trial simulations that were conducted in order to determine the minimum 432 
distances between the axis of symmetry and the side wall boundary (domain width) as well as 433 
between the bottom wall and the outlet (domain height), in order to avoid any influence of these 434 
boundaries in the computed bubble growth and detachment process. 435 

 436 

 437 
Figure 7. Computational domain, mesh and boundary conditions. 438 

At the solid walls, a no-slip velocity boundary condition was used with a fixed flux pressure 439 
boundary condition for the pressure values. At the lower wall, a constant contact angle of θ=30ο is 440 
imposed for the volume fraction field. According to Lee et al. [69], the static equilibrium contact angle 441 
of the micro-scale heater array surface was 11.4ο for R113. However, the dynamic characteristics of a 442 
boiling bubble are supposed to be different with respect to the static equilibrium contact angle, which 443 
is usually measured with the sessile drop method, and at ambient temperature and pressure 444 
conditions. Therefore, the value of θ=30ο that was finally selected for the numerical simulation, was 445 
chosen after a series of parametric numerical simulations, where contact angles ranging from 11.4ο to 446 
160ο were tested. The adopted value of θ=30ο indicated closest numerical predictions to the 447 
corresponding experimental observations. The proposed parametric analysis is presented in detail in 448 
the following section 4.2. For the side wall, a zero gradient boundary condition was used for the 449 
volume fraction values. As for the temperature field, a constant temperature of Tw=334.15 K (in 450 
accordance to the selected experimental run) was imposed in the bottom wall and a zero gradient 451 
boundary condition was used for the sidewall. At the outlet, a fixed-valued pressure boundary 452 
condition and a zero-gradient boundary condition for the volume fraction were used, while for the 453 
velocity values a special (combined) type of boundary condition was used that applies a zero-454 
gradient when the fluid mixture exits the computational domain and a fixed value condition to the 455 
tangential velocity component, in cases that fluid enters the domain. Finally, a zero gradient 456 
boundary condition for the temperature field was also prescribed at the outlet boundary. The fluid 457 
properties the initial conditions as well as some computational details for the simulation imitating 458 
the selected experimental run are summarised in Table 2. 459 
 460 
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Table 2.  Fluid properties and initial conditions. 461 
  ρ 

(kg/m3) 
cp 
(J/kgK) 

k 
(W/mK) 

ν 

(m2/s) 
σ 

(N/m) 
hlv 
(J/kg) 

Phase 
properties 
(R113 at 1bar, 
Tsat = 320.65K) 

Liquid 1508.4 940.3 0.064 3.25x10-7 0.015 144350 

Vapour 7.4 691.3 0.0095 1.39x10-6 

Initial 
Conditions 

Initial bubble (seed) 
radius: 50 µm 

ΔT = 13.5K Domain size 
(mm): 2.5x4.0 Contact angle: 30° 

Initially developed 
thermal boundary layer 
thickness: 352 µm 

Simulation Type: 
axisymmetric 

No. of computational cells:  
400000 

 462 
The initial temperature of R113 liquid in the computational domain is assumed to be at 463 

saturation temperature. Then a single-phase transient solution is started for a certain time period in 464 
order for the initial temperature boundary layer to be developed in the vicinity of the heated wall. 465 
After the development of a desired temperature boundary layer thickness, an initial seed bubble of 466 
50µm in radius is patched at the bottom wall, as a 5o section of a hemisphere (axisymmetric 467 
simulation), which immediately starts to evaporate. The initial condition for the two-phase 468 
simulation corresponds to the time when the bubble seed is planted in the domain (Fig. 8). 469 

 470 

 471 

Figure 8. Initial conditions for the simulation. 472 

At this point it should be mentioned that, since the initial thermal boundary layer thickness was 473 
not measured in the experiments of Lee et al. [69], a series of parametric numerical simulations was 474 
performed, utilising a wide number of successive thicknesses, developed in the single-phase 475 
simulation, at successive time instances. More details regarding the effect of the initially developed 476 
boundary layer characteristics on the bubble growth and detachment process are given in section 4.1. 477 
A thickness of 352µm, which corresponds to a development time of 0.08s, showed the best match 478 
with the corresponding experimental results. 479 

3.2.3 Comparison of numerical and experimental results 480 
In Fig. 9, the reconstructed 3D evolution of the 0.5 volume fraction contour (interface) from the 481 

axisymmetric simulation is compared with the corresponding experimental snapshots, for 482 
approximately the same time instances that correspond to the bubble detachment stage, while in 483 
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Table 3 the numerically predicted bubble detachment characteristics are compared with the 484 
corresponding experimental values. 485 

 486 

 487 
Figure 9. Qualitative comparison of experimental [69] and numerical (present investigation) 3D 488 
bubble evolution. 489 

As it can be observed the numerical model predictions are in very good agreement with the 490 
corresponding experimental data. The numerically predicted spatial and temporal evolution of the 491 
generated bubble matches very well with the corresponding experimental images (Fig. 9). Some small 492 
deviations in the shape of the bubble especially after its detachment from the heated plate can be 493 
attributed to the fact that the proposed experimental images were recorded after a few bubble cycles, 494 
while the numerical simulation images represent the first bubble cycle. However, as it is indicated in 495 
Table 3, the numerical model predictions regarding the bubble detachment time and the equivalent 496 
bubble detachment diameter, are in very close agreement with the corresponding experimental 497 
values. 498 

Table 3.  Predicted (present investigation) and measured [69], bubble detachment characteristics. 499 

 Bubble detachment time 

(msec) 

Equivalent bubble detachment 

diameter (mm) 

Experimental [69] 3.748  0.704 

Numerical  

(present investigation) 

3.700 0.740 

 

% Error 1.28 5.11 
 500 

4. Application of the Validated Numerical Model for the Simulation of Pool Boiling 501 
Characteristics 502 

In the current section of the present work, the validated numerical model is further applied for 503 
the conduction of four different series of parametric numerical simulations, aiming to identify and 504 
quantify the effects of fundamental controlling parameters in the bubble growth and detachment 505 
characteristics, identified as being important during the validation process.  506 

In more detail, the first series (Series-A) aims to identify the effect of the initial thermal boundary 507 
layer, the second (Series-B) the effect of the triple line contact angle (wettability), the third (Series-C) 508 
the effect of wall superheat and the fourth (Series-D) the effect of the gravity level, in the bubble 509 
growth and detachment characteristics. 510 
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In all these simulations, the same computational domain, mesh and boundary conditions with 511 
the validation case presented in the previous section is used. Three different refrigerants were used 512 
as working fluids. R113, as in the validation section of the present paper, is used for Series A, while 513 
R113 as well as R22 and R134a, are used for the numerical simulations of Series B, C and D, since 514 
these are among the most widely used working fluids in boiling applications. The corresponding 515 
fluid properties and initial conditions for the base cases that are used as reference in the proposed 516 
series of parametric numerical simulations, are summarized in Tables 4, 5 and 6, respectively. 517 

Table 4. Fluid properties and initial conditions (Base case for R113 refrigerant, Series A, B, C and D). 518 

  ρ (kg/m3) cp (J/kgK) k (W/mK) ν (m2/s) σ (N/m) hlv (J/kg) 
Phase 

properties 
(R113 at 1bar, 
Tsat = 320.65 K) 

Liquid 1508.4 940.3 0.064 3.25x10-7 

0.015 144350 
Vapour 7.4 691.3 0.0095 1.39 x10-6 

Initial 
Conditions 

Initial bubble (seed) 
radius (µm): 50 

Wall superheat (K): 13.5 
Domain size 
(mm): 2.5x4.0 

Contact angle (o): 11.4 (Series A), 30 
(Series B,C and D) 

Initially developed 
thermal boundary 

layer thickness (µm): 
352 

Simulation Type: 
Axisymmetric 

No. of 
computational cells: 

400000 

 519 

 520 

Table 5. Fluid properties and initial conditions (Base case for R22 refrigerant, Series B, C and D). 521 

  ρ (kg/m3) cp (J/kgK) k (W/mK) ν (m2/s) σ (N/m) hlv (J/kg) 

Phase 
properties 

(R22 at 
1bar, Tsat = 

232.06K 

Liquid 1410.0 1089.2 0.1135 2.46x10-7 

0.015 217160 
Vapour 4.65 605.61 0.0070 1.88x10-6 

Initial 
Conditions 

Initial bubble (seed) 
radius (µm): 50 

Wall superheat (K): 13.5 Domain size 
(mm): 2.5x4.0 Contact angle (o): 30 

Initially developed 
thermal boundary 

layer thickness (µm): 
352 

Simulation Type: 
Axisymmetric 

No. of computational cells: 
400000 

 522 

 523 

 524 

 525 
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Table 6. Fluid properties and initial conditions (Base case for R134a refrigerant, Series B, C and D). 526 

  ρ (kg/m3) cp (J/kgK) k (W/mK) ν (m2/s) σ (N/m) hlv (J/kg) 

Phase 
properties 
(R134a at 

1bar, Tsat = 
246.79K) 

Liquid 1377.5 1280.0 0.104 2.76x10-7 

0.015 144350 
Vapour 5.19 793.19 0.0093 1.39 x10-6 

Initial 
Conditions 

Initial bubble (seed) 
radius (µm): 50 

Wall superheat (K): 13.5 Domain size 
(mm): 2.5x4.0 Contact angle (o): 30 

Initially developed 
thermal boundary 

layer thickness (µm): 
352 

Simulation Type: 
Axisymmetric 

No. of computational cells: 
400000 

 527 

 528 
Figure 10. 3D bubble spatial and temporal evolution (base case, R113). 529 

The temporal and spatial evolution of the bubble growth and detachment process for the base 530 
case of Table 4, is depicted indicatively in Fig. 10, where the interface position between the vapour 531 
and liquid phases (green surface) is illustrated for successive time instances, from the 3D 532 
reconstruction of the axisymmetric simulation results. 533 

As it can be observed the initially seeded bubble nucleus (t = 0 ms) grows and finally detaches 534 
from the superheated wall. As it was expected, initially, the bubble base diameter increases since the 535 
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evaporating meniscus on the bubble foot slides outwards up to a certain point, and finally decreases 536 
sliding inwards up to the instance of detachment. After the detachment from the heated wall the 537 
bubble rises in the liquid domain due to buoyancy. Furthermore, a characteristic depletion of the 538 
thermal boundary layer is observed after the bubble detachment, while the rising bubble curries some 539 
heat upwards in its tail. These qualitative observations are in agreement with previous similar 540 
investigations (e.g. [58], [81,82]). 541 

4.1 Effect of initial thermal boundary layer – Series A 542 
Since the superheated bulk liquid thermal boundary layer thickness, determines how much heat 543 

is stored in the fluid layer in the vicinity of the heated plate, it was deemed appropriate for a 544 
parametric study to be conducted, aiming to identify the effect of the Initial Thermal Boundary Layer 545 
(ITBL) thickness, on the bubble growth and detachment process. Therefore, in the current sub-section 546 
of the present paper, the effect of the ITBL on the bubble detachment characteristics is investigated 547 
numerically. For this purpose, the base case of Table 4 is utilised and additional simulations are 548 
performed by systematically varying the ITBL that is imposed, as an initial condition, in the vicinity 549 
of the heated plate (bottom wall boundary of the computational domain). In more detail, a single-550 
phase transient simulation is first performed and the developed thermal boundary layers are 551 
extracted in certain successive time steps. These are then used as the initial condition for the 552 
temperature field, in the two-phase numerical simulations that comprise the proposed parametric 553 
analysis (Series-A numerical simulations). All the other simulation parameters are kept constant with 554 
respect to the base simulation case (Table 4). Details regarding the overall runs conducted are 555 
summarised in Table 7.  556 

Table 7. Varied parameter in Series-A of parametric numerical simulations.  557 

Run 
Time of ITBL development 

(Single-phase simulation) [sec] 
Thickness of ITBL [µm] 

A1 0.01 136 
A2 0.02 184 
A3 0.03 216 
A4 0.06 304 
A5 0.07 328 

A6 (base case, R113) 0.08 352 
A7 0.09 376 
A8 0.1 392 
A9 0.2 552 
A10 0.3 680 

 558 
As it can be observed a total number of nine additional simulations were performed changing 559 

in each case the initial temperature field. The reference/base case in Table 7 corresponds to the 560 
validation run of Fig. 9. The prescribed ITBL in each case is illustrated diagrammatically in Fig. 11, 561 
where the initial variation of temperature with respect to the vertical distance from the heated plate 562 
is plotted for each run of Series A numerical simulations. 563 
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 564 
Figure 11. ITBL for each run of Series-A parametric numerical simulations. 565 

The spatial evolution of the generated bubbles for each of the above cases at the time of 566 
detachment, is depicted in Fig. 12. As it can be observed, there is a substantial increase in the bubble 567 
growth and detachment characteristics with respect to the corresponding increase in the thickness of 568 
the ITBL. The thicker the ITBL, the bigger the bubble diameter at detachment. These findings are in 569 
direct qualitative agreement with previous similar investigations (e.g. [83]). 570 

 571 

 572 
Figure 12. Spatial evolution of generated bubble at the time of detachment for each case of Series–A. 573 

The bubble detachment time with respect to the ITBL thickness is plotted in Fig. 13a, while the 574 
equivalent bubble detachment diameter with respect to the ITBL thickness is plotted in Fig. 13b. It 575 
should be mentioned here that the diameter of a sphere, having the same volume as the 576 
corresponding in each case bubble at the time of detachment from the heated plate, is taken as the 577 
equivalent bubble detachment diameter.  578 

 579 
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 (a) 580 

 (b) 581 

Fig. 13. Effect of ITBL thickness on: (a) the bubble detachment time; (b) the equivalent bubble detachment 582 
diameter. 583 

As it can be observed the increase of the ITBL causes a linear increase in both the bubble 584 
detachment time as well as the equivalent bubble detachment diameter. It is characteristic that an 585 
increase of the ITBL by a factor of five causes a corresponding increase in the bubble detachment time 586 
and the equivalent bubble detachment diameter by a factor of nine and six, respectively. From all the 587 
above, it is evident that the ITBL is a very influential and important parameter in the bubble growth 588 
and detachment process.  589 

Therefore, it is strongly suggested that the bulk liquid thermal boundary layer thickness should 590 
be measured and reported in future experimental studies, since it comprises a required input for the 591 
successful numerical simulation of nucleate boiling processes. 592 

4.2 Effect of surface wettability – Series B 593 
Past studies have identified surface wettability as one of the most important factors affecting 594 

bubble nucleation, growth and detachment (e.g. [62], [84–86]) provide a good summary of the current 595 
understanding. The effect of surface wettability on bubble growth can be incorporated in a numerical 596 
model by the imposed contact angle between the vapour/liquid interface and the heated solid surface 597 
(triple-line). In the current section of the present paper the effect of wettability on the bubble 598 
detachment characteristics, is investigated numerically. For this purpose, the base cases of Tables 4, 599 
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5 and 6 are utilised and additional simulations are performed by systematically varying the value of 600 
the triple-line (solid-liquid-vapour) contact angle at the bottom wall boundary of the computational 601 
domain. All the other simulation parameters are kept constant with respect to the base simulation 602 
cases (Tables 4, 5 and 6). Details regarding the overall runs are summarised in Table 8. 603 

Table 8. Varied parameter in Series-B of parametric numerical simulations. 604 

Run Contact 

Angle 

(o) 

Working 
Fluid 

Run Contact 

Angle 

(o) 

Working 
Fluid 

Run Contact 

Angle (o) 

Working 
Fluid 

B1 (Base 

Case 

R113) 

11.4 R113 B16 15 R22 B31 15 R134a 

B2 15 R113 B17 20 R22 B32 20 R134a 

B3 20 R113 B18 25 R22 B33 25 R134a 

B4 25 R113 B19 (base 

case, R22) 

30 R22 B34 (base 

case, 

R134a) 

30 R134a 

B5 30 R113 B20 35 R22 B35 35 R134a 

B6  35 R113 B21 40 R22 B36 40 R134a 

B7 40 R113 B22 45 R22 B37 45 R134a 

B8 45 R113 B23 50 R22 B38 50 R134a 

B9 50 R113 B24 55 R22 B39 55 R134a 

B10 55 R113 B25 60 R22 B40 60 R134a 

B11 60 R113 B26 65 R22 B41 65 R134a 

B12 65 R113 B27 70 R22 B42 70 R134a 

B13 70 R113 B28 75 R22 B43 75 R134a 

B14 75 R113 B29 80 R22 B44 80 R134a 

B15 80 R113 B30 85 R22 B45 85 R134a 

 605 
As it can be seen, a total of 45 simulations are performed, varying the imposed contact angle at 606 

the bottom wall boundary from 11.4o up to 80o for the case of R113 runs (B1 to B15) and from 15o to 607 
85o for the cases of R22 (B16 to B30) and R134a (B31 to B45). The spatial evolution of the generated 608 
bubbles for each of the above cases, at the time of detachment, is depicted in Figures 14, 15, and 16, 609 
for the R113, R22 and R134a cases, respectively. 610 

 611 
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 612 
Figure 14. Spatial evolution of generated bubble at the time of detachment for each R113 case of Series 613 
–B parametric numerical simulations. 614 

 615 

Figure 15. Spatial evolution of generated bubble at the time of detachment for each case R22 of Series 616 
–B parametric numerical simulations. 617 

 618 
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 619 
Fig. 16. Spatial evolution of generated bubble at the time of detachment for each R134a case of Series 620 
–B parametric numerical simulations. 621 

As it can be observed from Fig. 14, for the R113 runs, initially the successive increase of the 622 
imposed contact angle from 11.4o (case B1) up to 45o (case B8) has a relatively minimal effect in the 623 
bubble detachment characteristics. On the other hand, for equilibrium contact angles greater than 45o 624 
(cases B9 to B15), the effect of the contact angle in both the bubble detachment volume and the bubble 625 
detachment time, appears to be quite more significant. In more detail, the bubble detachment volume 626 
slightly decreases (cases B2 and B3) and then remains almost constant (cases B4-B8). However, a 627 
slightly different effect can be observed in the predicted bubble detachment times. The bubble 628 
detachment time initially shows a small decrease (cases B2 to B4), and then it successively starts to 629 
show a small increase again (cases B5 to B8). When the imposed contact angle successively increases 630 
above 45o (cases B9-B15), it causes a subsequent increase in the bubble detachment volume. 631 
Approximately the same trend can be observed also in the bubble detachment time.  632 

However, it is characteristic that while the bubble detachment time continuously increases with 633 
the corresponding increase in the contact angle (cases B9-B12) at a certain point (cases B13 and B14) 634 
remains almost constant and then continues to increase (case B15).  635 

Another interesting observation is the fact that for contact angles greater than 70o (cases B14 and 636 
B15), the bubble departs from the heated surface leaving behind a small residual bubble nucleus on 637 
the surface.  638 

For the R113 runs (Fig. 15), the successive increase of the imposed contact angle from 15o up to 639 
45o (cases B16 to B22) has a relatively small effect in the bubble detachment characteristics. However, 640 
as in the case of R113 runs, there is a significantly higher effect of the contact angle increase, in both 641 
the bubble detachment time and volume, for contact angles greater than 45o. In more detail, there is 642 
a small successive degrease in the bubble detachment volume as the contact angle increases from 15o 643 
to 30o (cases B16-B19) and then it remains constant from 35o to 45o (cases B20-B22). For angles greater 644 
than 45o, the successive increase of the contact angle causes a significant increase in the bubble 645 
detachment volume (B23-B30). A similar behaviour can also be observed for the bubble detachment 646 
time. 647 

Finally, for the R134a runs (Fig. 16), an almost negligible effect of the contact angle increase on 648 
both the bubble detachment time and bubble detachment volume can be observed for contact angles 649 
lower than 45o, while a significant increase in the bubble detachment characteristics is evident with 650 
the corresponding increase of the imposed contact angle for values greater than 45o. 651 
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 652 

 (a) 653 

(b) 654 

Figure 17. Effect of contact angle on: (a) the bubble detachment time; (b) the equivalent bubble 655 
detachment diameter. 656 

As it can also be confirmed by the diagrams of Fig. 17, the bubble detachment characteristics 657 
seem to be significantly affected by the imposed contact angle, i.e. the wettability of the heated plate, 658 
for values higher than 45o showing an irregular increase. However, the proposed effect is minimal 659 
for contact angles lower than this limiting value of 45o. It is important to note that in total, for each of 660 
the considered working fluids, increasing the contact angle by an approximate factor of 8 causes a 661 
significant increase in the bubble detachment time by a factor of 10, while the equivalent bubble 662 
detachment diameter increases by a smaller but still significant factor of approximately 3. 663 

Therefore, it is evident that two distinct behavioral regions can be identified in the diagrams of 664 
Fig. 17, that are common for all the three examined working fluids. A “lyophilic” region (θ ≤ 45o) 665 
without significant changes in the bubble detachment characteristics and a “lyophobic” region (θ > 666 
45o) were both the bubble detachment time and the equivalent bubble detachment diameter are 667 
highly affected by the wettability of the heated plate. According to the authors’ best knowledge there 668 
are not, at the moment, any experimental demonstrations of this phenomenon. 669 

Cases with even higher contact angles where also tested, for the case of R113 (up to a value of 670 
160o). For this purpose, a bigger computational domain was constructed (5 mm x 8 mm) keeping the 671 
same computational mesh characteristics as the ones described in Section 3.2.2. Some indicative 672 
results are depicted in Fig. 18, where the spatial evolution of the generated bubbles after 673 
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approximately 50 ms from the nucleation time is depicted, for four different cases with corresponding 674 
contact angle values of 90o, 115o, 130o and 140o, respectively.  675 

 676 

Figure 18. Evolution of a R113 bubble, at t=49.40 ms, for equilibrium contact angles higher than 80o. 677 

As it can be observed, as the contact angle increases beyond the value of 80o, the bubble 678 
detachment time subsequently increases significantly and especially after a contact angle of 100o, the 679 
bubble continuously grows and its initial meniscus continuously slides outwards tending to form a 680 
vapour film. This observation is in direct qualitative agreement with previous investigations of pool 681 
boiling of water in hydrophilic, hydrophobic and super-hydrophobic surfaces (e.g. [87,88]). An 682 
example on the generated bubble before detachment for a hydrophilic (contact angle of 30o) and a 683 
hydrophobic (contact angle of 150o) surface, from the work of Malavasi et al. [88], is given in the 684 
experimental snapshots of Fig. 19.  685 

 686 

Figure 19. Experimental images of pool boiling of water on hydrophilic and hydrophobic surfaces 687 
[88]. 688 

As it can be seen, in the case of the hydrophilic surface the shape of the bubble before its 689 
detachment is more close to case B4 of the present investigation (Fig. 14) while the case of the 690 
hydrophobic surface is in close qualitative agreement with the case of 140o of Fig. 18. 691 

All the above findings indicate that the wettability of the heated surface in nucleate boiling is 692 
another quite important factor that significantly affects the bubble growth and detachment 693 
characteristics. 694 

 695 
 696 
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4.3 Effect of wall superheat – Series C 697 
In the current sub-section of the present paper the effect of wall superheat on the bubble 698 

detachment characteristics, is investigated numerically. For this purpose, the base cases of Table 4, 5 699 
and 6 are utilised and additional simulations are performed by systematically varying the value of 700 
the heated plate superheat (bottom wall boundary of the computational domain). All the other 701 
simulation parameters are kept constant with respect to the base simulation cases. Details regarding 702 
the overall runs conducted are summarised in Table 9. 703 

 704 
Table 9. Varied parameter in Series-C of parametric numerical simulations. 705 

Run Wall Superheat (K) 
Working 

Fluid 
Run Wall Superheat (K) 

Working 
Fluid 

C1 5.5 R113 C16 17.5 R22 

C2 10.5 R113 C17 18.5 R22 

C3 
(base case, 

R113) 
13.5 R113 C18 19.5 R22 

C4 14.5 R113 C19 2.5 R134a 

C5 15.5 R113 C20 5.5 R134a 

C6 16.5 R113 C21 10.5 R134a 

C7 17.5 R113 
C22 

(base case 
R134a) 

13.5 R134a 

C8 18.5 R113 C23 14.5 R134a 

C9 19.5 R113 C24 16.5 R134a 

C10 2.5 R22 C25 17.5 R134a 

C11 5.5 R22 C26 18.5 R134a 

C12 10.5 R22 C27 19.5 R134a 

C13 
(base case 

R22) 
13.5 R22    

C14 14.5 R22    

C15 16.5 R22    

 706 
As it can be seen, a total of 27 simulations are performed, varying the bottom wall superheat 707 

from 5.5 K up to 19.5 K for the R113 runs and from 2.5 K up to 19.5 K for the R22 and R134a runs, 708 
respectively. It should be mentioned here that as for the validation case (C3) a single-phase transient 709 
numerical simulation is initially performed in each of the above cases and the developed ITBL at 0.08s 710 
is used as the initial condition for the temperature field in the two-phase simulations. This is done in 711 
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order to start in each case with approximately the same thickness of the ITBL but with a different 712 
superheat. The spatial evolution of the generated bubbles for each of the above cases, at the time of 713 
detachment, is depicted in Fig. 20, 21 and 22 for the R113, R22 and R134a runs, respectively.  714 

 715 

Figure 20. Spatial evolution of generated bubble at the time of detachment for each R113 case of Series 716 
–C parametric numerical simulations. 717 

 718 
Figure 21. Spatial evolution of generated bubble at the time of detachment for each R22 case of Series 719 
–C parametric numerical simulations. 720 

 721 
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 722 
Figure 22. Spatial evolution of generated bubble at the time of detachment for each R134a case of 723 
Series –C parametric numerical simulations. 724 

As it can be observed both the bubble detachment time as well as the bubble detachment volume 725 
are highly sensitive to the wall superheat. In more detail, a successive increase in the bottom wall 726 
superheat causes a quite considerable subsequent increase in the bubble detachment characteristics. 727 
But in order to quantify the exact influence of the wall superheat on the bubble detachment 728 
characteristics, the diagrams of Fig. 23 are plotted. In more detail, the bubble detachment time with 729 
respect to the applied wall superheat is plotted in Fig. 23a, while the equivalent bubble detachment 730 
diameter is plotted in Fig. 23b. 731 

 732 

 (a) 733 
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 (b) 734 

Figure 23. Effect of wall superheat on (a) the bubble detachment time and (b) the equivalent bubble 735 
detachment diameter. 736 

As it can be observed the increase of the applied wall superheat causes a subsequent increase in 737 
both the bubble detachment time as well as the equivalent bubble detachment diameter, following a 738 
power law, for all three of the examined working fluids. It is characteristic that an increase in the 739 
applied superheat by a factor of just 3.5, causes a corresponding increase in the bubble detachment 740 
time and the equivalent bubble detachment diameter by an approximate factor of 18 and 10 for R113 741 
and 9 and 6 for R22 and R134a. All these findings and observations are in direct qualitative agreement 742 
with previous similar investigations (e.g. [89]).  743 

As expected, the value of the heated wall superheat is a very important parameter in the bubble 744 
growth and detachment process. Even a temperature variation of a few degrees can significantly alter 745 
the bubble detachment characteristics. Therefore, it can be concluded that the accurate measurement 746 
of the temperature values in the vicinity of the generated bubbles is quite crucial for the numerical 747 
reproduction of experimental results on nucleate boiling. 748 

4.4 Effect of Gravity Level – Series D 749 
In the current sub-section of the present paper the effect of gravity level on the bubble 750 

detachment characteristics, is investigated numerically. For this purpose, the base cases of Table 4, 5 751 
and 6 are utilised and additional simulations are performed by systematically varying the value of 752 
the gravitational acceleration. Five different gravity levels that correspond to the gravitational 753 
acceleration values of all the major planets in the Earth’s solar system are utilised for the proposed 754 
parametric analysis. It must be mentioned that the proposed analysis is again performed for the same 755 
working fluids (R113, R22 and R134a) but not only for atmospheric pressure conditions (1 bar) but 756 
also for 5 bar ambient pressure conditions. Tables 4, 5 and 6 indicate the utilised fluid properties for 757 
1 bar ambient pressure. The corresponding properties and the initial conditions for the base 758 
simulation cases in the case of 5 bar ambient pressure, are summarised in Tables 10, 11 and 12, 759 
accordingly. Details regarding the varying parameter and the overall runs conducted for Series D of 760 
parametric numerical simulations, are summarised in Table 13. 761 

 762 

 763 

 764 

 765 
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Table 10. Fluid properties and initial conditions (Base case for R113 refrigerant at 5 bar). 766 

  ρ (kg/m3) cp (J/kgK) k (W/mK) ν (m2/s) σ (N/m) hlv (J/kg) 

Phase 

properties 

(R113 at 5bar) 
Tsat = 379.02 K 

Liquid 1351.4 1014.9 0.053 1.94x10-3 0.0086 122950 

Vapour 34.1 790.8 0.012 3.56 x10-3 

Initial 
Conditions 

Initial bubble (seed)  
radius (µm): 50 

Wall superheat (K): 13.5 Domain size 
(mm): 2.5x4.0 Contact angle (o): 30 

Initially developed 
thermal boundary 
layer thickness (µm): 
352 

Simulation Type: 
Axisymmetric 

No. of 
computational 
cells: 
400000 

 767 
Table 11. Fluid properties and initial conditions (Base case for R22 refrigerant, at 5 bar). 768 

  ρ (kg/m3) cp (J/kgK) k (W/mK) ν (m2/s) σ (N/m) hlv (J/kg) 

Phase 

properties 

(R22 at 5bar) 
Tsat = 273.27 K 

Liquid 1281.1 1169.6 0.094687 1.68x10-3 0.01168 144350 

Vapour 21.312 739.50 0.009416 5.33x10-3 

Initial 
Conditions 

Initial bubble (seed)  
radius (µm): 50 

Wall superheat (K): 13.5 Domain size 
(mm): 2.5x4.0 Contact angle (o): 30 

Initially developed 
thermal boundary 
layer thickness (µm): 
352 

Simulation Type: 
Axisymmetric 

No. of 
computational 
cells: 
400000 

 769 
Table 12. Fluid properties and initial conditions (Base case for R134a refrigerant, at 5 bar). 770 

  ρ (kg/m3) cp (J/kgK) k (W/mK) ν (m2/s) σ (N/m) hlv (J/kg) 

Phase 

properties 

(R134a at 1bar) 
Tsat = 246.79 K 

Liquid 1240.8 1389.4 0.085126 1.76x10-3 0.00934 185970 

Vapour 24.317 976.12 0.012930 4.70 x10-3 

Initial 
Conditions 

Initial bubble (seed)  
radius (µm): 50 

Wall superheat (K): 13.5 Domain size 
(mm): 2.5x4.0 Contact angle (o): 30 

Initially developed 
thermal boundary 
layer thickness (µm): 
352 

Simulation Type: 
Axisymmetric 

No. of 
computational 
cells: 
400000 

 771 

 772 
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Table 13. Varied parameter in Series-D of parametric numerical simulations. 773 

Run 
Gravitational 

Acceleration (m/s2) 

Working 
Fluid Run 

Gravitational 

Acceleration 

(m/s2) 

Working 
Fluid 

D1 
0.58 

(Pluto) 
R113 D16 0.58 R113 

D2 
3.71 

(Mars/Mercury) 
R113 D17 3.71 R113 

D3 
8.83 

(Venus/Saturn/Uranus) 
R113 D18 8.83 R113 

D4 

(base case, 

R113, P=1bar) 

9.81 

(Earth) 
R113 

D19 

(base case, R113, 

P=5bar) 

9.81 R113 

D5 
10.99 

(Neptune) 
R113 D20 10.99 R113 

D6 0.58 R22 D21 0.58 R22 

D7 3.71 R22 
D22 

 
3.71 R22 

D8 8.83 R22 D23 8.83 R22 

D9 

(base case, 

R22, P=1bar) 

9.81 R22 
D24 

(base case, R22, 

P=5bar) 

9.81 R22 

D10 10.99 R22 D25 10.99 R22 

D11 0.58 R134a D26 0.58 R134a 

D12 3.71 R134a D27 3.71 R134a 

D13 8.83 R134a D28 8.83 R134a 

D14 

(base case, 

R134a, P=1bar) 

9.81 R134a 
D29 

(base case, 

R134a, P=5bar) 

9.81 R134a 

D15 10.99 R134a D30 10.99 R134a 

 774 
As it can be seen, a total of 30 simulations are performed. Four additional simulations for each 775 

of the considered working fluids (R113, R22 and R134a) are performed initially, changing the value 776 
of the gravitational acceleration from 9.81 m/s2 in the base cases (D4, D9 and D14, Earth), to 0.58 m/s2 777 
(D1, D6 and D11, Pluto), 3.71 m/s2 (D2, D7 and D12, Mars/Mercury), 8.83 m/s2 (D3, D8 and D13, 778 
Venus/Saturn/Uranus) and 10.99 m/s2 (D5, D10 and D15, Neptune). Then these simulations are all 779 
repeated (D16-D20 for R113, D20-D25 for R22 and D25-D30 for R134a) changing the ambient pressure 780 
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from 1 to 5 bar, and hence the properties of the liquid and vapour phases (as summarised in Tables 781 
10, 11 and 12). The spatial evolution of the generated bubbles for each of the above cases, at the time 782 
of detachment, is depicted in Fig. 24 and 25, for the 1 bar ambient pressure cases (D1-D15) and the 5 783 
bar ambient pressure cases (D16-D30), respectively. 784 
 785 

 786 

Figure 24. Spatial evolution of generated bubble at the time of detachment for each case of Series –D 787 
parametric numerical simulations, with 1 bar ambient pressure condition. 788 

 789 

Figure 25. Spatial evolution of generated bubble at the time of detachment for each case of Series –D 790 
parametric numerical simulations, with 5 bar ambient pressure condition. 791 

As it can be observed from Figure 24, for the cases of 1 bar ambient pressure, both the bubble 792 
detachment diameter as well as the bubble detachment time decrease with the corresponding 793 
increase of the gravity level. This observation can be explained by the corresponding increase of the 794 
acting buoyancy force on the generated in each case bubble. In more details the higher the 795 
gravitational acceleration, the higher the acting buoyancy force and therefore the lower the bubble 796 
detachment characteristics.  797 

However, it is important to notice that for the cases of 5 bar ambient pressure (Figure 25), both 798 
the bubble detachment time as well as the bubble detachment volume seem to be unaffected by the 799 



Energies 2016, 9, x FOR PEER REVIEW 34 of 41 

 

increase in the applied gravitational acceleration, for all three of the examined working fluids. This 800 
can be seen in more detail in the diagrams of Fig. 26 and 27, where the bubble detachment time 801 
(Figures 26a and 27a) as well as the equivalent bubble detachment diameter (Figures 26b and 27b) 802 
are plotted with respect to the applied gravitational acceleration for the cases of 1 bar (Figure 26) and 803 
5 bar (Figure 27) ambient pressure, respectively.  804 

 805 
(a) 806 

 807 
(b) 808 

Figure 26. Effect of gravity level on: (a) the bubble detachment time; (b) the equivalent bubble 809 
detachment diameter (cases D1-D15, with 1 bar ambient pressure condition). 810 

As it can be observed from Figure 26a, for all three of the examined working fluids, the bubble 811 
detachment time decreases with the corresponding increase on the applied gravitational acceleration, 812 
following a power law. It is characteristic to notice that the rate of decrease is initially higher for the 813 
case of R134a, while the other two considered refrigerants (R113 and R22) show a similar rate of 814 
decrease in the bubble detachment time with respect to the corresponding increase in the gravity 815 
level. A similar overall behaviour can be observed for the equivalent bubble detachment diameter 816 
(Figure 26b). It is characteristic that a total variation of the gravitational acceleration by a factor of 817 
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almost 19 causes a relatively low variation in the bubble detachment time and equivalent bubble 818 
detachment diameters by a factor of 1.27 and 1.02, respectively.   819 

 820 
(a) 821 

 822 
(b) 823 

Figure 27. Effect of gravity level on: (a) the bubble detachment time; (b) the equivalent bubble 824 
detachment diameter (cases D16-D30, with 5 bar ambient pressure condition). 825 

Examining the diagrams of Figure 27, it can be concluded that increasing the ambient pressure 826 
level of the system from 1 bar to 5 bar it seems that the previously identified effects of gravity level 827 
(Figure 26) are diminishing. Furthermore, it is evident that in general, increasing the pressure level 828 
the bubble detachment characteristics decrease significantly.  829 

Finally, in order to compare the relative importance of the overall examined controlling 830 
parameters in the bubble detachment characteristics, Table 14 summarizes the variation factors in the 831 
bubble detachment time and equivalent bubble detachment diameter with respect to the 832 
corresponding variation factors for each of the examined controlling parameters, for the cases of R113 833 
refrigerant that is common to all of the conducted series of parametric numerical experiments. 834 

 835 
Table 14. Comparison of relative importance of the effect of the examined controlling parameters in 836 
the bubble detachment characteristics (R113). Resulting change factors in the bubble detachment 837 
characteristics with respect to the maximum variation factors in the examined controlling parameters. 838 
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Tdet  

variation  factor 
Deq 

variation factor 

Initial Thermal Boundary Layer variation factor: 5 9 6 
Contact Angle variation factor: 8 10 3 
Heated Plate Superheat variation factor: 3.5 18 10 
Gravitational acceleration variation factor: 18.9 1.27 1.02 

 839 
As it can be observed, according to the overall parametric numerical simulations, the heated 840 

plate superheat seems to be the most influential parameter in the bubble detachment characteristics. 841 
Quite important is also the influence of the ITBL and the surface wettability. Finally, the gravitational 842 
acceleration seems to have a minor influence both in the bubble detachment time (Tdet) as well as in 843 
the equivalent bubble detachment diameter (Deq). 844 

5. Conclusions 845 
In the present paper, an enhanced, algebraic VOF (Volume of Fluid) based interface capturing 846 

approach that has been already implemented in the CFD ToolBox of OpenFOAM® (v.2.2.1) [67], is 847 
further coupled with heat transfer and phase change for the conduction of axisymmetric numerical 848 
experiments on pool boiling. The main goal was the identification of the exact quantitative effect of 849 
fundamental parameters on the bubble growth dynamics, focusing on the detachment characteristics 850 
of isolated vapour bubbles (from inception to departure), emanating from heated plates submerged 851 
in saturated liquid pools. Prior to the main applications the development of the proposed enhanced 852 
VOF model is quantitatively validated against an existing analytical solution and literature available 853 
experimental data, showing an excellent degree of convergence. The optimised and validated version 854 
of the numerical model is then applied for the conduction of four wide series of parametric numerical 855 
simulations identifying and quantifying the effects of the Initial Thermal Boundary Layer (ITBL) 856 
thickness, the surface wettability (triple-line contact angle), the heated plate superheat and the gravity 857 
level, on the bubble detachment characteristics. From the overall analysis and discussion of the results 858 
the following important conclusions can be withdrawn: 859 

 860 
• Among the examined fundamental controlling parameters, it is shown that the heated plate 861 

Superheat constitutes the most influential parameter, followed by the ITBL and the heated 862 
surface wettability (contact angle). For the examined flow conditions, the less influential 863 
parameter seems to be the applied gravitational acceleration.  864 

• Both the bubble detachment diameter as well as the bubble detachment time, linearly increase 865 
with respect to the corresponding increase of the ITBL thickness, for the case of the R113 866 
refrigerant. Therefore, it can be concluded that the bulk liquid thermal boundary layer thickness 867 
should always be measured and reported in future experimental studies, since it comprises a 868 
required input for the successful numerical simulation of nucleate boiling processes. 869 

• For all three of the considered working fluids (R113, R22 and R134a), the bubble detachment 870 
characteristics seem to be significantly affected by the imposed contact angle (wettability of the 871 
heated plate) for values higher than a critical contact angle, which is for the considered 872 
refrigerant equal to 45o. However, the proposed effect is minimal for contact angles lower that 873 
this limiting value of 45o. This finding leads to the identification of two distinct regions a 874 
“Lyophilic” region for contact angles lower than 45 o and a “Lyophobic” region for contact angles 875 
higher that 45 o. 876 

• It is also found that the increase of the applied wall superheat causes a power law increase in 877 
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both the bubble detachment time as well as the equivalent bubble detachment diameter, for all 878 
three of the examined working fluids (R113, R22 and R134a). Temperature variations of even a 879 
few degrees, can significantly alter the bubble detachment characteristics. Therefore, it can be 880 
concluded that the accurate measurement of the temperature value in the vicinity of the 881 
generated bubbles is quite crucial for the numerical reproduction of experimental results on 882 
nucleate boiling. 883 

• For all three of the examined working fluids, both the bubble detachment time as well as the 884 
equivalent bubble detachment diameter, decrease with the corresponding increase on the 885 
applied gravitational acceleration, following a power law. It is quite important that this power 886 
law effect on the bubble detachment characteristics, almost disappears at pressure conditions 887 
higher than atmospheric. This constitutes a quite useful finding for the design of experimental 888 
setups for microgravity and hyper gravity experiments and therefore it worth to further 889 
investigate the bubble detachment characteristics for a variety of different pressure levels below 890 
and above atmospheric pressure, for the same gravitational acceleration values as the ones 891 
considered here.  892 

• It is also interesting in general that, the influence of all of the examined controlling parameters, 893 
is higher in the bubble detachment time in comparison to the bubble detachment diameter. 894 

• In comparison, the overall results of the present parametric analysis indicate that the bubble 895 
detachment characteristics are more affected by the heated plate Superheat, among the overall 896 
examined controlling parameters. The ITBL thickness and the heated surface wettability (contact 897 
angle) are the next in turn influential parameters, while the less influential parameter is the 898 
applied gravitational acceleration. However, further investigations need to be conducted here, 899 
considering the relative effect of gravity level at lower superheats and pressure conditions that 900 
the ones considered, in the present parametric analysis. 901 

 902 
Summarizing, the present investigation adds significantly to the existing knowledge on bubble 903 

growth and detachment, in cases of saturated pool boiling of refrigerants, since a comprehensive 904 
examination of the effect of fundamental controlling parameters on the bubble detachment 905 
characteristics is conducted (more than 100, high resolution, transient, numerical simulations were 906 
conducted for the purposes of the present investigation), identifying their exact quantitative influence 907 
on the bubble detachment diameter and time as well as their relative importance. Finally, it can be 908 
said that the use of the improved VOF-based interface capturing approach that is proposed, 909 
presented, validated and applied in the present investigation, constitutes a quite promising and novel 910 
tool for the simulation of bubble growth and detachment processes, providing great insight regarding 911 
the complex underlined physics, hydrodynamics and thermodynamics, of such two-phase flow 912 
phenomena of significant interest to real technological applications. 913 
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